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Find An Data is the lifeblood of any business or organization—which makes a data center a facility’s beating heart. Here, engineers
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CSE: Please explain some of the codes, standards, and guidelines you use during the design process. Which
codes/standards should engineers be most aware of in their design of engineered systems in data centers?

Mark Suski: Key codes and standards being used today are NFPA 72: National
Fire Alarm and Signaling Code, NFPA 75: Standard for the Fire Protection of
Information Technology Equipment, NFPA 70: National Electric Code (NEC), and
NFPA 2001: Standard on Clean Agent Fire Extinguishing Systems. Plus, large
companies will have internal corporate-protection requirements for their data
centers. There are two methods to provide fire protection within the data center,
the first is the prescriptive-based approach and the second is a fire-risk-based
approach. The prescriptive-based approach involves reviewing the appropriate
code and/or standard and installing the required detection and suppression
systems. This method does not take into account any site-specific issues and
can be considered a one-size-fits-all approach. The risk-based approach allows
the user to evaluate how critical the equipment is, assess the importance of
equipment operation, and factor in business continuity if the equipment is out of
service to determine the level of protection needed. The information gathered
during the risk evaluation is reviewed against potential protection strategies to
determine the best course of action for the specific data center. This is a more
tailored approach and provides the appropriate level of protection for the individual site.

Tumber: The commercial design and construction codes are typically applicable
to data centers. Due to their unique requirements, it is important to implement the
codes creatively to meet the data center needs—specifically, the energy codes,
such as International Energy Conservation Code (IECC) and ASHRAE Standard
90.1: Energy Standard for Buildings Except Low-Rise Residential Buildings.
There are also a number of publications from the Department of Energy (DOE)
and ASHRAE (e.g., ASHRAE Standard 90.4: Energy Standard for Data Centers
and TC 9.9: Mission Critical Facilities, Data Centers, Technology Spaces and
Electronic Equipment), U.S. Green Building Council (USGBC), U.S.
Environmental Protection Agency (EPA), NFPA, The Green Grid, and others that
provide pertinent information and guidelines for creating industry-leading data
center designs.

Lane: NEC, NFPA 780: Standard for the Installation of Lighting Protection
Systems, the Building Industry Consulting Service International standards, and
the International Building Code are just a few of the standard codes that must be
followed in data center design. It is critical to understand the client's reliability and
redundancy needs and to match those needs (or client standards) with the
design. The engineer must understand the standards required to meet the
reliability and concurrent maintainability as well as owner's flexibility requirement.

Rener: NEC, NFPA 110: Standard for Emergency and Standby Power Systems,
IEEE Recommended Practices for the Design of Reliable Industrial and [
Commercial Power Systems (IEEE Gold Book), The Green Grid, Uptime Institute,
and ASHRAE 90.1 are codes and standards that are most commonly used in
data center design.

Kosik: The first thing an engineer needs to do is research the pertinent codes
and standards that are required by the local authority having jurisdiction (AHJ)—and not just the explicit codes and standards,
but all of the referenced codes and standards. This full review may uncover any additional information that will inform the
design, and maybe in ways the engineer hasn't anticipated. | have found that generally all of the required information is
contained in all of the code documentation, but occasionally | have come across a piece of data in the referenced documents
that would be problematic if not addressed. In terms of design standards and guidelines, ASHRAE is the primary source. They
have a great DataCom series that covers a wide range of design-related topics for data centers. Another excellent publication
is the Data Center Handbook, published in 2014. It is a very information-rich book on pretty much any topic related to data
centers.
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Yoon: We expect to see further densification of server equipment. As recently as 10 years ago, a 45U high rack full of 1U
“pizza-box” servers seemed like absurdly high density. Now, the highest-density blade server solution that I'm currently aware
of has 280 blade servers in a 60U high rack—that's a six-fold increase in density. With these dramatically higher equipment
densities, traditional environmental design criteria just won’t cut it anymore. Much higher cold/hot-aisle temperatures are
becoming the norm. In the next year or so, we also expect to see an increase in the use of lithium-ion (Li-ion) in place of valve-
regulated lead-acid batteries for systems 750 kVA and larger. The value proposition appears to be there—they're lighter, last
longer, and more tolerant of higher temperatures. The one uncertainty is which Li-ion battery chemistry gains dominance.
Some chemistries offer high energy densities but at the expense of increased volatility. The guiding NFPA safety codes and
standards haven't yet evolved to the point where any significant distinction can be made between these.

CSE: Please describe a recent data center project you've worked on—share details about the project, including
location, systems engineered, team involved, etc.

Tumber: I'm currently working on a colocation data center campus in Chicago. The existing building can support 8 MW of IT
load. The new 2-story building incorporates 160,000 sq ft of white space and will be capable of supporting 32 MW of IT load.
The data halls are conditioned using outdoor packaged DX units, which use heat pipe for indirect airside economization. Each
unit has a net-sensible cooling capacity of 400 kW, and each one discharges into a 48-in.-high raised-access floor. The
electrical design is based on block-redundant topology and uses a 97%-efficient UPS system.

CSE: Describe a modular data center you’ve worked on recently, including any unique challenges and their solutions.

Yoon: We haven't seen much in the way of large modular data centers (a la Microsoft ITPACs). Those seem to be mostly
limited to large cloud providers. Our clients typically prefer traditional “stick-built” construction—simply because the scale
associated with modular data center deployment doesn’t make much sense for them.

Lane: With all of our modular data center projects, we continue to strive to increase efficiency, lower cost, and increase
flexibility. These challenges can be achieved with good planning between all members of the design team and innovation with
prefabrication. The more construction that can be completed and is repeatable in the controlled environment of a prefabrication
warehouse, the more money can be saved on the project.

CSE: What are the newest trends in data centers in mixed-use buildings?

Rener: One of the more exciting projects we’'ve worked on in a mixed-use building is the National Renewable Energy Lab—
Energy Systems Integration Facility, which is a 182,500-sq-ft energy research lab with supporting offices and high-performance
computing (HPC) data center located in Golden, Colo. The IT cabinets supporting the HPC research component are direct
water-cooled cabinets and the cooling system has the ability to transfer the waste heat from the data center to preheat
laboratory outside air during the winter months. This ability to use waste energy from the data center in other parts of the
building is sure to become an emerging trend in mixed-use buildings with data centers.

Fenstermaker: One emerging trend is recovering heat from the data center to heat the rest of the building. This is most
commonly employed by using hot-aisle air for the air side of a dual-duct system or heating air intake at a central AHU. In
addition, smaller data centers are using direct-expansion (DX) fan coils connected to a central variable refrigerant flow (VRF)
system with heat-recovery capabilities to transfer heat from the data center to other zones requiring heating.

Yoon: One of the newest trends is smaller, denser, and less redundancy.

Tumber: Large-scale data center deployments are not common in mixed-use
buildings as they have unique requirements that typically can only be addressed
in single-use buildings. One of the main issues is with securing the data center.
This is because even the most comprehensive security strategy cannot eliminate
non-data center users from the premises. For small-scale deployments where
security is not a big concern, a common infrastructure that can serve both the
needs of the data center and other building uses is important to ensure cost-
effectiveness. Emphasis is being placed on designs that recover low-grade heat
from the data center and uses it for other purposes, such as space heating.
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CSE: Have you designed any such projects using the integrated project
delivery (IPD) method? If so, describe one.

Tumber: | recently worked on a project that involved wholesale upgrades at the
flagship data center of a Fortune 500 company. The data center is located in the
Midwest, and IPD was implemented. The project was rife with challenges, as the data center was live and downtime was not
acceptable. In fact, a recent unrelated outage lasting 30 seconds led to stoppage of production worldwide and caused $10
million in losses. We worked in collaboration with contractors. They helped with pricing, logistical support, equipment
procurement, construction sequencing, and more during the design phase. The project was a success, and all project goals
were met.
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_ B CSE: What are the challenges that you face when designing data centers that you don’t normally face during other buildings: fire and life
building projects?

safety
’ Robert C. Eichelman: With few exceptions, data centers serve missions that are much more critical than those served by M°c"e AT
other building types. The infrastructure design, therefore, requires a higher degree of care and thoughtfulness in ensuring that ontent
P E systems support the mission’s reliability and availability requirements. Most data centers have very little tolerance for _
disruptions to their IT processes, as interruptions can result in disturbances to critical business operations, significant loss of

revenue and customers, or risk to public safety. Most often, the supporting mechanical, electrical, and plumbing (MEP) systems -
need to be concurrently maintainable, meaning that each and every component has the ability to be shut down, isolated, C F E
repaired/replaced, retested, and put back into service in a planned manner without affecting the continuous operation of the

critical IT equipment. Systems usually have a high degree of fault tolerance as well. The infrastructure design needs to be

responsive to these requirements and most often includes redundant major components, alternate distribution paths, and

compartmentalization, among other strategies. Power-monitoring systems are much more extensive to give operators a

complete understanding of all critical parameters in the power system. Systems are also more rigorously tested and

commissioned and routinely include factory witness testing of major equipment including UPS, generators, and paralleling

switchgear. MEP engineers also have a larger role in controlling costs. The MEP infrastructure for data centers represents a

much higher percentage of the total building construction and ongoing operating costs than for other building types, requiring Catapult
engineers to be much more sensitive to these costs when designing their systems. your career
Lane: A data center is a mission critical environment, so power cannot go down. We are always striving to provide the most forward
reliable and maintainable data center as cost-effectively as possible. These projects are always challenging when considering
new and emerging technologies while maintaining reliability. CFE Edu is aninteractive,
Database Rener: Future flexibility and modular growth. IT and computer technologies are rapidly changing. Oftentimes during the n;f;n;:,aus.;;c:.;em
planning and design of the facility, the owner has not yet identified the final equipment, so systems need to be adaptable. Also, covering engineering topics
the owner will often have multiyear plans for growth, and the building must grow without disruption. that are critical to your work.

Yoon: Managing people and personalities. Most management information systems/IT (MIS/IT) department staff are highly
intelligent, extremely motivated people, but they are not used to being questioned on technical points. This can make the data
center programming process extremely challenging—and even confrontational at times—when you're trying to lock in MEP
infrastructure requirements. The key is to remember that many ClIOs and their MIS/IT departments are accustomed to

meem—————— Operating with reasonably high levels of independence within their companies. Many people within their own organizations
don’t understand exactly what the MIS/IT staff members do, only that they control the key infrastructure that’s critical to the
day-to-day operations. If they haven’t been involved in the construction of a data center before, the MEP engineer is often
viewed as an external threat. The key is to make sure they understand the complementary set of skills that you bring to the
table.

Tumber: The project requirements and design attributes of a data center are different from other uses. The mission is to
sustain IT equipment as opposed to humans. They are graded on criteria including availability, capacity, resiliency, PUE,
flexibility, adaptability, time to market, scalability, cost, and more. These criteria are unique to data centers, and designing a
system that meets all the requirements can be challenging.

CSE: Describe the system design in a colocation data center. With all the different clients in a colocation facility, how
do you meet the unique needs of each client?

Lane: The shell in a colocation facility must be built with flexibility in mind. You must provide all of the components for reliability
and concurrent maintainability while allowing the end user to tweak the data center to their own unique needs. Typically, the
shell design will stop either at the UPS output distribution panel or at the power distribution unit (PDU). The redundancy (N,
N+1, or 2N) and the specific topology to the servers can be unique to the end user. Some larger clients will take a more
significant portion of the data center, if timing allows, and they will be able to select the UPS, generator, and medium-voltage
electrical distribution topology.

Tumber: The design of a colocation data center is influenced by its business model. Powered shell, wholesale colocation, retail
colocation, etc. need to be tackled differently. If the tenant requirements are extensive, the entire colocation facility can be
designed to meet their unique needs, i.e., built-to-suit. Market needs and trends typically dictate the designs of wholesale and
retail data centers. These data centers are designed around the requirements of current and target tenants. They offer varying
degrees of flexibility, and any unique or atypical needs that could push the limits of the designed infrastructure are reviewed on
a case-by-case basis.

Fenstermaker: The most important thing is to work with the colocation providers to fully understand their rate structures,
typical contract size, and the menu of reliability/resiliency they want to offer to their clients in the marketplace. The optimal
design solution for a retail colocation provider that may lease a few 10-kW racks at a time with Tier 4 systems, located in a
high-rise in the downtown area of Southern California, is drastically different than another that leases 1-MW data halls in
central Oregon with Tier 2 systems. Engineers need to be fully aware of all aspects of the owner’s business plan before a
design solution can be developed.



Yoon: Colocation facilities seem to be evolving into one-size-fits-all commodities. Power availability and access to multiple
carriers/telecommunication providers with low-latency connections still seem to be how they try to differentiate themselves.
However, simple economies of scale give larger facilities the upper hand in these key metrics.

Eichelman: For a colocation data center, it's important to understand the types of clients that are likely to occupy the space:

« Is it retail or wholesale space?

« What power densities are required?

« Any special cooling systems/solutions needed for the IT equipment?
« Are there any special physical or technical security requirements?

The specific design solutions need to be responsive to the likely/typical requirements while also being flexible and practical to
accommodate other needs that may arise. A typical approach could include designing a facility with a pressurized raised floor,
which allows for air-cooled equipment while making provisions for hot-aisle or cold-aisle containment and underfloor chilled
water for water-cooled equipment and in-row coolers. Power distribution could also be provided via an overhead busway
system to allow flexibility in accommodating a variety of power requirements.

The tendency to allow unusual requirements to drive the design, however, should be carefully considered or avoided, unless
the facility is being purpose-built for a specific tenant. To optimize return on investment, it's important to develop a design that
is modular and rapidly deployable. This requires the design to be less dependent on equipment and systems that have long
lead times, such as custom paralleling switchgear. Designs need to be particularly sensitive to initial and ongoing operational
costs that are consistent with the provider’s business model.



